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We congratulate the authors on their innovative and
illuminating contribution. Their paper should not only
lead to more refined and defensible applications of
the Bayesian information criterion (BIC) through their
proposed variants, but should also facilitate a deeper
understanding of BIC and its theoretical underpin-
nings.

The development of the prior-based BIC variants,
PBIC and PBIC*, results from a reconsideration of the
Laplace approximation employed in the large-sample
justification for BIC. The authors’ more nuanced appli-
cation of the Laplace approximation leads to the inclu-
sion of terms based on (1) the log of the determinant
of the observed information for those parameters that
are common to all of the candidate models, (2) stan-
dardised estimates of the transformed parameters for
those parameters that vary among the candidate mod-
els, and (3) an ‘effective sample size’ for each trans-
formed parameter. The terms based on (2) and (3)
replace the conventional penalty term of BIC.

An additional refinement to BIC could be incorpo-
rated based on terms governed by the prior probabilities
assigned to each of the candidate models. To introduce
such a correction, we consider the initial stages of the
development that leads to BIC.

Assume that the observed x is to be described
using a model Mk selected from a set of candidates
M1,M2, . . . ,ML. Suppose that each Mk is uniquely
parameterised by a vector θk (k ∈ {1, 2, . . . , L}). Let
l(θk | x) denote the likelihood for x based onMk.

Let p(Mk) denote a discrete prior over the mod-
els M1,M2, . . . ,ML, specified so that p(Mk) > 0
for all k ∈ {1, 2, . . . , L}, and

∑L
k=1 p(Mk) = 1. Let

π(θk |Mk) denote a prior on θk given the modelMk.
Through the application of Bayes’ Theorem, for the

joint posterior ofMk and θk, we have

h((Mk, θk) | x) ∝ p(Mk)π(θk |Mk)l(θk | x).

Here, the constant of proportionality, sayK(x), depends
on the data x, yet not on the constructs for modelMk.

A Bayesianmodel selection rulemight aim to choose
the modelMk which is a posteriorimost probable. For
the posterior probability forMk, we then have

P(Mk | x) = K(x)p(Mk)

∫
l(θk | x)π(θk |Mk) dθk.

If we considerminimising−2 log P(Mk | x) as opposed
to maximising P(Mk | x), we obtain

− 2 log P(Mk | y)
= −2 log K(x) − 2 log p(Mk)

− 2 log
{∫

l(θk | x)π(θk |Mk) dθk
}
.

Since the term involving K(x) does not vary in accor-
dance with the structure of the model Mk, for the
purpose of model selection, this term can be discarded.
We thereby obtain

−2 log p(Mk) − 2 log
{∫

l(θk | x)π(θk |Mk) dθk
}
.

(1)

The authors’ variants of BIC result through a refined
approximation of the integral

∫
l(θk | x)π(θk |Mk) dθk.

In comparing candidatemodels based on differences
in (1), the terms−2 log p(Mk) are (i) immaterial under
a uniform prior distribution p(Mk), and (ii) negligible
in large-sample settings where the prior probabilities
are not markedly different. In the asymptotic justifica-
tion of BIC, these terms are discarded. However, the
terms involving p(Mk) could play a role in smaller
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sample settings where candidate models are differen-
tially favoured (e.g. Neath & Cavanaugh, 1997).

Additionally, a uniform prior on the candidate mod-
els can lead to inconsistency in high-dimensional sparse
settings. To further explore this potential problem, con-
sider a regression setting based on P potential covari-
ates. Let s refer to the number of true ‘active’ regression
parameters in the generating model, and let the satura-
tion level ω refer to the proportion of all P parameters
that are in the generating model, so that ω = s/P. The
sparsity level (i.e. the proportion of regression parame-
ters that are truly inactive) is simply (1 − ω).

Assuming a uniformprior on the collection of candi-
date models induces a marginal distribution on the sat-
uration level ω that becomes increasingly concentrated
about ω = 0.5 as P increases. For example, consider
performing best-subsets selection with P =10 covari-
ates. One might perceive that a defensible approach for
determining the final model would be to choose the fit-
ted model corresponding to the lowest BIC. However,
since BIC implicitly imposes a uniform prior on the
candidatemodels, and since there aremoremodelswith
5 covariates than with 1 or 2 covariates, BIC favours
models of size 5 over models of size 1 or 2. In fact, the
prior distribution for model size is centred among val-
ues near 5; see Figure 1. As P grows, this prior becomes
increasingly concentrated around P/2. Consequently,

the prior distribution on the saturation level becomes
progressively more dense around ω = 0.5.

Chen and Chen (2008) proffer a solution to this
problem: the extended Bayesian information criterion
(EBIC). EBIC corrects for the prior imbalance inmodel
size by incorporating an additional term in the formu-
lation of BIC that penalises a model in accordance with
the number of candidate models of that size. Let mk
denote the dimension of the regression parameter vec-
tor for Mk. In the context of best-subsets selection,
EBIC is defined as

EBIC = −2 log l(θ̂k | x) + mk log n + 2γ log
(
P
mk

)

= BIC + 2γ log
(
P
mk

)
.

The additional penalty term for EBIC can be conve-
niently conceptualised in the context of the ubiquitous
statistical metaphor of balls and urns. In any variable
selection problem, each covariate can be viewed as a
ball in an urn consisting of P balls. Each model Mk
is defined by a random draw, without replacement, of
mk balls from that urn. There are

( P
mk

)
ways of select-

ing the mk balls, which provides the reason that this
combinatorics term arises in the criterion development.

Figure 1. The prior instituted by BIC on the marginal distribution of model size (and, consequently, the saturation level) for P = 10
(top) and P = 100 (bottom).
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Figure 2. Marginal distributions for model size resulting from
the γ parameter for EBIC.

The additional penalty term of EBIC involves a tun-
ing parameter γ , which is fixed at a value between 0
and 1, inclusive. Different values of γ lead to impor-
tant special cases of the criterion, which are depicted
in Figure 2. If γ = 0, EBIC becomes the original BIC.
Setting γ = 1 yields a uniform prior on the marginal
distribution of model size (and consequently, ω). How-
ever, setting γ = 1 leads to a criterion that can be
quite conservative in practice. The specification of
γ is associated with different consistency properties.
Broadly speaking, BIC will be inconsistent when P >√
n, and EBIC corrects for this. Note that since γ ∈

[0, 1], the penalty for EBIC will always be greater than
or equal to BIC; thus, EBIC will always be at least
as conservative as BIC, if not more. A more exten-
sive discussion about the specification of γ and related
consistency implications can be found in Chen and
Chen (2008).

In the best-subsets setting, a similar motivation
modifies the prior distributions for all of the models
to induce a more formal preference for sparse mod-
els (Bogdan, Ghosh, & Doerge, 2004; Bogdan, Ghosh,
& Zak-Szatkowska, 2008). The resulting criterion is
referred to as the modified Bayesian information cri-
terion (mBIC). Unlike the symmetric priors of BIC
and EBIC, the formulation of mBIC utilises a right-
skewed prior probability mass function on model size,
where the degree of skewness is governed by the sat-
uration level ω. For mBIC, instead of specifying a γ

parameter, one must specify the ‘expected’ or ‘central’
saturation level, which we will denote as w. For a cen-
tral saturation level w, and for a model Mk with mk
parameters,

p(Mk) = wmk(1 − w)P−mk .

Thus, mBIC views each coefficient as a random draw
from an underlying population of effects where wP are
active and (1 − w)P are inactive, but we do not know
which are which a priori.

Of course, of the two terms in (1), the term based on
the integral

∫
l(θk | x)π(θk |Mk) dθk

is of primary importance; the authors have justifiably
focussed on refining the approximation of this integral
in the development of their BIC variants. However, the
inclusion of the additional terms−2 log p(Mk) in PBIC
and PBIC* could potentially be beneficial in instances
where it is justifiable to employ priors p(Mk) that
differentially favour certain models in the candidate
collection.
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