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In the past decade, significant progress has been made
regarding inference under covariate-adaptive randomi-
sation. We thank Prof. Shao for a timely review of the
growing literature about the topic. The paper is focused
on the most important and commonly used class of
covariate-adaptive randomisation methods, i.e., those
balancing discrete covariates. The recent advances in
robust inference are emphasised anddiscussed in detail.
Several types of outcomes, such as continuous and
time-to-event data, are covered. We here provide some
additional recent results from the following five per-
spectives.

1. Balance discrete covariates with
covariate-adaptive randomisation

In practice, covariate-adaptive randomisation is usu-
ally based on discrete covariates. Two of the most
commonly used methods are stratified permuted block
design and Pocock and Simon’s minimisation. Y. Hu
and Hu (2012) proposed a unified framework of
covariate-adaptive design that is able to control var-
ious types of imbalances, including within-stratum,
within-covariate-margin, and overall imbalances. In
particular, by choosing different weights in the imbal-
ance measure, the proposed method includes stratified
randomisation and minimisation as special cases. The
theoretical balancing properties were given in Y. Hu
and Hu (2012) under some strong conditions that do
not apply to minimisation. To the best of our knowl-
edge, the theoretical results of minimisation were first
developed inMa et al. (2015). The general results under
widely satisfied conditions are completely established
in a recent paper by F. Hu and Zhang (2020). The
proposed methods were also generalised to the cases
of unequal allocation and multiple treatments (F. Hu
& Zhang, 2020; Z. Liu et al., 2017).

Although the original paper of Y. Hu and Hu (2012)
did not explicitly study the inferential properties under

the proposed designs, some model-based inference
results were derived in Ma et al. (2015). The robust
inference under Hu and Hu’s method is recently dis-
cussed in Ma, Tu, et al. (2020).

2. Balance continuous covariates with
covariate-adaptive randomisation

In clinical trials, it is common that some important
baseline covariates are continuous. In practice, these
continuous covariates are usually discretised in order
to be used for stratified randomisation or minimisa-
tion. To avoid information loss due to discretization and
uncertainties in determining the cut-off points, some
emerging methods that directly handle continuous
covariates are gaining popularity. See F. Hu et al. (2014)
for more discussions.

Therefore, it is of interest to consider inference under
covariate-adaptive randomisation that balances con-
tinuous covariates. Compared to the methods deal-
ing with discrete covariates, however, the results are
somewhat limited. In X. Li et al. (2019), a covariate-
adaptive randomisation method is proposed to bal-
ance the means of a univariate covariate, and the
corresponding inferential properties are given follow-
ing the work of Ma et al. (2015). More recently,
Ma, Qin, et al. (2020) study inference for general
covariate-adaptive randomisation. Besides stratifica-
tion and minimisation, the results also apply to the
methods balancing for continuous covariates, includ-
ing some classical optimality-based methods such as
Atkinson’s DA-biased coin design (Atkinson, 1982), as
well as some newly proposed method (Qin et al., 2018).
It should be noted that the works mentioned above
fall in the category of model-based inference, and it
would be interesting also to consider robust inference
under these general covariate-adaptive randomisation
methods.
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3. Data quality issues

In the literature, most studies concerning inference
under covariate-adaptive randomisation assume that
the data quality is perfect. However, some data quality
issues are inevitable in clinical trials and other compar-
ative studies. Some recent works have been devoted to
study the impact of different types of imperfect data on
covariate-adaptive randomisation.

When discrete covariates are used in covariate-
adaptive randomisation, the misclassification in the
covariates has a twofold impact: it impairs the intended
covariate balance and causes concerns over the valid-
ity of inference. In the linear model framework, the
impact of misclassification on covariate-adaptive ran-
domised trials has been studied inWang andMa (2020)
from both design and inference perspectives. For gen-
eralised linear models, some limited simulation results
are available (Fan et al., 2018), and we are working on
providing rigorous theoretical justifications by extend-
ing some recent results without considering covariate
misclassification (Y. Li et al., 2020).

Another topic that draws some attention recently is
about unobserved covariates in covariate-adaptive ran-
domised experiments. There have been concerns on
the use of covariate-adaptive randomisation if some
important covariates cannot be observed. In the recent
work of Y. Liu and Hu (2020), the balancing proper-
ties of unobserved covariates are studied theoretically
when stratification and covariates-adaptive randomisa-
tion are used. The results provide some foundation to
study further the impact of unobserved covariates on
inference following these randomisation procedures (Y.
Liu & Hu, 2021).

Other examples of data quality issues include miss-
ing data and non-compliance. Interested readers can
consult Wang et al. (2019) and Bugni and Gao (2021)
for more discussions.

4. Combine covariate-adaptive randomisation
with other adaptive designs

Covariate-adaptive randomisation can not only be
used standalone, but can also be used in more com-
plex settings with other adaptive design features,
such as interim analyses and seamless trials. Building
upon recent advances in inference under covariate-
adaptive randomisation, some theoretical foundations
have been established for implementing covariate-
adaptive randomisation with some commonly used
adaptive designs, such as sequential monitoring (Zhu
& Hu, 2019) and sample size re-estimation (X. Li
et al., 2021). Also, Ma, Wang, et al. (2020) consid-
ered the adaptive seamless phase II/III clinical tri-
als with covariate-adaptive randomisation and pro-
vided an adjusted test to control the type I error
rate and improve the power. Since multiple treatments

are usually involved in seamless trials, the multiple-
comparison issue was also addressed for covariate-
adaptive randomisation, which is an important prob-
lem in its own right.

5. Robust inference under covariate-adaptive
randomisation

Very recently, the topic of robust inference under
covariate-adaptive randomisation has drawn a lot
of attention. Compared with model-based inference,
robust inference does not require a correctly-specified
data generation model and is thus more flexible in
certain scenarios. When the average treatment effect
is of interest, several approaches have been proposed
to achieve robust inference. In addition to the results
already mentioned in the review, the topic is also tack-
led from the perspective of regression adjustment. Ma,
Tu, et al. (2020) assessed several of the most com-
monly used regressionmodels for estimating and infer-
ring the treatment effect and showed that all these
regression-based estimators can consistently estimate
the treatment effect, although the efficiency is dif-
ferent. Consistent non-parametric variance estimators
were also proposed to facilitate valid inference. Fur-
thermore, when the additional baseline covariates are
high-dimensional, it is desirable to use Lasso and other
modern regression andmachine learning techniques to
further improve the efficiency (H. Liu et al., 2020).
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