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We first want to commend (Shao, 2021) for a timely
paper that reviews the methodological and theoret-
ical advances in statistical inference after covariate-
adaptive randomisation in the last decade. The paper
clearly presents the important considerations and prag-
matic recommendations when analysing data obtained
from covariate-adaptive randomisation, which pro-
vides principled guidelines for the practice.

The aim of our remaining comments is to extend the
discussion on the invariance property in Shao (2021).
That is, the asymptotic distribution of an estimator
remains the same under different covariate-adaptive
randomisation schemes. For ease of reading, we fol-
low the notation in Shao (2021) whenever possible and
focus on the case of two treatment arms (i.e., k = 2).
The ideas can be extended to the case of multiple treat-
ment arms.

For continuous or binary outcomes, Shao (2021)
describes three post-stratified estimators for the pop-
ulation mean difference θ0 = E(Y(2) − Y(1)):

θ̂S =
∑
z∈Z

n(z)
n

{
Y2(z) − Y1(z)

}
,

θ̂A =
∑
z∈Z

n(z)
n

[
Y2(z) − Y1(z)

− {U2(z) − U(z)}β̂2(z)

+ {U1(z) − U(z)}β̂1(z)
]
,

θ̂B =
∑
z∈Z

n(z)
n

[
Y2(z) − Y1(z)

− {U2(z) − U(z)}β̂(z) + {U1(z) − U(z)}β̂(z)
]
,

where Z is the support of Zi, and all other quanti-
ties are defined in Sections 5.2 and 6.1 of Shao (2021).
These post-stratified estimators enjoy the invariance
property; that is, their asymptotic distributions are
not affected by the covariate-adaptive randomisa-
tion. This is a very appealing property as (i) the

same inference procedure can be universally applied
to different covariate-adaptive randomisation schemes;
and (ii) valid inference of the treatment effect can
be obtained when complicated covariate-adaptive ran-
domisation schemes such as the Pocock and Simon’s
minimisation are employed.

It is well-known that the post-stratified estimator θ̂S
is algebraically equivalent with the estimator of θ from
fitting the following working model

E(Yi | Ai,Zi)

= α + θI(Ai = e2)

+
2∑

t=1

∑
z∈Z−1

I(Ai = et)
{
I(Zi = z) − n(z)

n

}
ηt(z),

where α, θ , η1(z), η2(z) are unknown parameters, and
Z−1 is the support ofZi with one level dropped to avoid
degeneracy. See, for example, Fuller (2009, Chapter
2.2.3). Analogously, θ̂A is algebraically equivalent with
the estimator of θ from fitting the following working
model

E(Yi | Ai,Zi,Ui)

= α + θI(Ai = e2)

+
2∑

t=1

∑
z∈Z−1

I(Ai = et)
{
I(Zi = z) − n(z)

n

}
ηt(z)

+
2∑

t=1

∑
z∈Z

I(Ai = et)

×
{
I(Zi = z)Ui − n(z)

n
U(z)

}
βt(z),

and θ̂B is algebraically equivalent with the estimator of
θ from fitting the following working model

E(Yi | Ai,Zi,Ui)

= α + θI(Ai = e2)

CONTACT Ting Ye tingye@wharton.upenn.edu

© East China Normal University 2021

http://www.tandfonline.com
https://crossmark.crossref.org/dialog/?doi=10.1080/24754269.2021.1905377&domain=pdf&date_stamp=2021-09-06
http://orcid.org/0000-0001-6009-641X
mailto:tingye@wharton.upenn.edu


STATISTICAL THEORY AND RELATED FIELDS 195

+
2∑

t=1

∑
z∈Z−1

I(Ai = et)
{
I(Zi = z) − n(z)

n

}
ηt(z)

+
∑
z∈Z

{
I(Zi = z)Ui − n(z)

n
U(z)

}
β(z),

where β(z),β1(z),β2(z) are unknown parameters.
These three invariant estimators θ̂S, θ̂A, θ̂B can each

be obtained as the estimator of θ fromfitting the follow-
ing working model, with properly specified Wi and Vi
being functions of Xi, andW and V being their sample
means,

E(Yi | Ai,Wi,Vi)

= α + θI(Ai = e2)

+
2∑

t=1
I(Ai = et)(Wi − W)λtW + (Vi − V)λV,

(1)

where λ1W, λ2W, λV are unknown parameters. Here,
the set of covariates included in Wi and Vi are non-
overlapping to avoid degeneracy, where Wi has full
interactions with Ai, while Vi does not have inter-
actions with Ai. Specifically, θ̂S can be obtained with
Wi = (I(Zi = z), z ∈ Z−1)

T being a column vector of
all dummyvariables forZ−1 andVi being empty, θ̂A can
be obtained with Wi = ((I(Zi = z), z ∈ Z−1), (I(Zi =
z)Ui, z ∈ Z))T and Vi being empty, and θ̂B can be
obtained with Wi = (I(Zi = z), z ∈ Z−1)

T and Vi =
(I(Zi = z)Ui, z ∈ Z)T.

In fact,model (1) defines a general class of estimators
of the treatment effect θ0,

θ̂ = Y2 − Y1 − (W2 − W)λ̂2W

+ (W1 − W)λ̂1W − (V2 − V)λ̂V + (V1 − V)λ̂V,
(2)

where λ̂1W, λ̂2W, λ̂V are the least squares estimates
from fitting the working model (1). Similar to the
proof of Theorem 2 in Ye et al. (2020), we can show
that the class of estimators defined in (2) are con-
sistent and asymptotically normal and have asymp-
totic distributions invariant to the covariate-adaptive
randomisation schemes, as long as Wi includes the
dummy variables for all joint levels of Zi as a sub-
vector. The key step in the proof is to show that for
t = 1, 2,

E
{
Y(t)
i − E(Y(t)

i ) − (Wi − E(Wi))λtW0

− (Vi − E(Vi))λV0 | Zi
} = 0, (3)

where λ1W0, λ2W0, and λV0 are the probability limits of
λ̂1W, λ̂2W, λ̂V defined as

(α0, θ0, λV0, λ1W0, λ2W0)

= argminα,θ ,λV,λ1W,λ2WE

⎡
⎣

⎧⎨
⎩Yi − α − θI(Ai = e2)

−
2∑

t=1
I(Ai = et)(Wi − E(Wi))λtW

−(Vi − E(Vi))λV

}2⎤⎦ .

Taking the derivatives and rearranging give α0 =
E(Y(1)), θ0 = E(Y(2)) − E(Y(1)), and

E
[
Wi

{
Y(t)
i − E(Y(t)

i ) − (Wi − E(Wi))λtW0

−(Vi − E(Vi))λV0

}]
= 0.

Because Zi is discrete andWi contains all joint levels of
Zi as a sub-vector, we have that (3) holds.

Equation (2) provides a more complete characterisa
tion of the estimators satisfying the invariance prop-
erty, compared with the ANHECOVA estimator in Ye
et al. (2020) derived from (1) without the term (Vi −
V)λV. However, we should note that although the class
of estimators defined in (2) enjoy the invariance prop-
erty, they may be less efficient than the simple mean
difference Y2 − Y1 under some data generating pro-
cess. This stresses the advantage of the ANHECOVA
estimator in Ye et al. (2020) that is guaranteed to
be more efficient than the simple mean difference
Y2 − Y1.
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