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ABSTRACT ARTICLE HISTORY

This paper considers a new parameterization of the generalized Received 13 January 2025
binomial thinning operator that is to be incorporated in a simple Accepted 22 August 2025
ordered integer-valued autoregressive process (INAR(1)) with the Pois- KEYWORDS

son-Lindley innovations. The statlstlgal properties qf the resulting Poisson-Lindley distribution;
INAR(1) process are explored along with the estimation procedures. generalized binomial
Monte Carlo simulation experiments are executed to assess the con- thinning; conditional least
sistency of the estimates under the new INAR(1) process. Finally, the squares; simulation;
importance of the proposed INAR(1) model is confirmed through the GBINAR(1) process
analysis of a real data set.

1. Introduction

Count data that incorporate time series can be found in a variety of scientific disciplines,
such as the insurance industry, sports, medicine, agriculture, and finance, among others. By
employing count data models, organizations and researchers can deepen their understand-
ing of events, make informed predictions, and drive impactful decisions. As a result, it is
crucial to study and analyse count time series models, which also inspires a brand-new area
of research with several practical applications. One of the main approaches used to model
such datasets is to use integer-valued autoregressive (INAR) processes. The INAR(1) pro-
cess was primarily introduced by McKenzie (1985) and Al-Osh and Alzaid (1987) based on
the binomial thinning operator with Poisson innovations. The INAR(1) process, {Y;}c7 is
defined as

YtzaOYt—l+8ta 0§O(<1, (1)

where the innovations, {€;};c7 are independent and identically distributed (i.i.d.) Poisson(4)
random variables (rvs). The operator ‘0’ in (1) denotes the binomial thinning operator,
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introduced by Steutel and van Harn (1979), which is described as

Yi—1

a o Yt—l = Z C',
j=1

where {Cj}jcz is a sequence of i.i.d. Bernoulli rvs with parameter «.

Recently, various INAR(1) models with different innovation processes have been intro-
duced in the statistical literature, such as the INAR(1) process with Poisson-Lindley inno-
vations (INAR(1)PL) introduced by Livio et al. (2018), the INAR(1) process with discrete
three-parameter Lindley as innovation introduced by Eliwa et al. (2020), the INAR(1) process
with Poisson quasi xgamma innovations (INAR(1)PQX) proposed by Altun et al. (2021), the
INAR(1) process with Bell innovations (INAR(1)BL) introduced by Huang and Zhu (2021),
the INAR(1) with discrete pseudo Lindley (INAR(1)DPsL) proposed by Irshad et al. (2021),
and the INAR(1) with discrete new XLindley innovation introduced by Maya et al. (2024).

Furthermore, besides the binomial thinning, other thinning operators are also intro-
duced along with INAR(1) models. Weif3 (2008) mentions some of the initially developed
thinning operators. Al-Osh and Aly (1992) introduced and studied INAR(1) models with
geometric and negative binomial marginals based on a negative binomial thinning oper-
ator. Aly and Bouzar (1994a) introduced and studied the generalized binomial thinning
operator and used it to propose several INAR(1) models. Risti¢ et al. (2009) introduced a
geometric INAR(1) process based on a negative binomial thinning operator. The INAR(p)
processes with a signed generalized power series thinning operator are proposed by Zhang
et al. (2010). Borges et al. (2016) introduced the geometric time series model with inflated-
parameter Bernoulli counting series. Khoo et al. (2017) defined INAR(1) models based on
the Pegram mixing and thinning operators. Yang et al. (2019) proposed the generalized Pois-
son thinning operator. A two-parameter expectation thinning operator based on a linear
fractional probability generating function is established by Aly and Bouzar (2019). Extended
binomial INAR(1) processes with generalized binomial thinning operator are developed by
Kang et al. (2020). Recently, an extended binomial thinning operator is introduced by Liu
and Zhu (2020).

In this paper, we propose and study the generalized binomial thinning operator, which isa
reparametrization of the thinning operator of Aly and Bouzar (1994a). The resulting INAR(1)
process will be denoted by GBINAR(1). The main advantages of this reparametrization are
that it has two parameters for having flexible properties, it has the binomial thinning opera-
tor as a special case and the computations for mathematical properties as well as estimation
procedures are simple compared to other thinning operators.

The Poisson-Lindley (PL) distribution, introduced by Sankaran (1970), is a compound
distribution characterized by properties such as unimodality, infinite divisibility, simple
forms for the probability mass function (pmf), and various mathematical features. Addition-
ally, it exhibits over-dispersion (Ghitany & Al-Mutairi, 2009). We mount the PL distribution
as innovation for the GBINAR(1) process and hence introduce an INAR(1) process with the
PL distribution as innovation (i.e., the GBINAR(1)PL process). The PL distribution has been
used by various authors for INAR(1) with different thinning operators (see, Livio et al., 2018,
Rostami et al., 2018, etc). Later, we see that the GBINAR(1)PL provides a better fitting
criterion than these distributions based on a real data set.

This paper is further arranged as follows. In Section 2, we define the new generalized
binomial thinning operator and derive its properties. This new thinning operator is used
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to introduce the GBINAR(1)PL process and to derive its various properties in Section 3.
The procedures for the estimation of the parameters of the GBINAR(1)PL process are given
in Section 4. The results of Monte Carlo simulation studies are reported and discussed in
Section 5. As an illustration, we use the GBINAR(1)PL process to analyse a real-life data set
in Section 6.

2. The new generalized binomial thinning operator

Aly and Bouzar (1994a) introduced a class of Galton-Watson processes with station-
ary immigration (GWSI) which generalizes the INAR(1) process defined by Al-Osh
and Alzaid (1987). They considered Poisson geometric and negative binomial INAR(1) mod-
els with the proposed process. Following the GWSI processes, Aly and Bouzar (1994b)
extended those models to some first-order integer-valued autoregressive moving average
(INARMA(1)) process. As a result, they proposed Poisson geometric, negative binomial, and
Poisson logarithmic INARMA models. All these models are developed with the generalized
binomial thinning operator which can be considered as a generalization of the models with
the binomial thinning operator of Steutel and van Harn (1979).

The generalized binomial thinning operator of Aly and Bouzar (1994b) is defined as
follows,

X
B(a,0) o X = > &(a,0),

i=1

where X is a positive integer-valued rvand &, i > 1arei.i.d. rvs such that &(a,9) 2 M; x Nj,
where (M;,i > 1) and (Nj, i > 1) are two independent sequences of i.i.d. rvs independent of
X such that M; is Bernoulli () and N; is truncated geometric ((1 — a)8).

Now, we define a new generalized binomial thinning operator as

X
Aa,0) o X =D Wi(a,0),
i=1

where Wj,i > 1 are i.i.d. rvs such that W;(a,0) 2 U; x Vi, and (Uj,i > 1) and (V;,i > 1)
are two independent sequences of i.i.d. rvs independent of X such that U; is Bernoulli

-7 ) and V; is truncated geometric ('91(1_—222) Note that A(a, f)o is a reparametrization

of B(a, 8)o. We can show that the probability generating function (pgf) of W;(a,8) is given
as

a(l—60)1 —ys)
Gw, =1- , 0<a<x<l1 d 0<f<1, <1l (2
W;a.0(5) T—al—(1—aps °=0=l ad 0=0< lsl<1. ()
The pmf of W;(a, 0) is thus
1_
——* if k = 0,
P(W; = k) = 1—oa6
i=D=140-0) (601 —a)\F! RO N
-——), itk=1,2,....
1—al 1—ab 1—ab

We will call A(a,0) o X = 3| Wi(a,0) the new generalized binomial thinning operator.
Note that the binomial thinning operator is the special case of A(a,6) o X when 8 = 0.
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Remark 2.1: Note that the new generalized binomial thinning operator is a special case of
the fractional thinning operator of Aly and Bouzar (2019) when r = 0(11_—_0“) andm = ﬁ

Theorem 2.1: For 0 < a, § < 1 and X being a non-negative integer-valued rv, the following
properties hold for A(a, ) o X.

(1)

E(A(a,0) 0 X | X) = aX,

a(20 — a (6 + 1))X

Var(A(a,0) o X | X) = —a ,

and
Cov(A(a,0) o X, X) = aVar(X).
(2) Assuming that X and Y are independent non-negative integer-valued rvs, then
Ala,0) 0o (X +Y) 2 A(0,0) 0 X + A(a,0) 0 Y.
(3) Letting0 < aj,a2 <1,
A(01,0) o (A(a2,60) 0 X) = A(a10,,0) o X.

(4) Letting A (a,0) 0 X = A" D(a,0) o (A(a,0) o X), where n is a positive integer > 2,
AD(a,0) 0 X = A(a,0) o X, then

AM(@,0) 0 X 2 AW",0)0X, n>2.
(5)
. D . D
limA(a,0) o X =0 and IlimA(a,0)oX =X.
al0 ol

Proof: (1) By the usual definition of expectation, variance, covariance, conditional expec-
tation and differentiating pgf for obtaining moments, we can derive mean, variance and
covariance as

X
E(A(0,0) 0 X | X) = ZE(W,-(a,@) | X) = aX,
i=1
a(20 — a (6 + 1))X

X
Var(A(a,0) o X | X) = ZVar(W,'(a,@) | X) = —o >

i=1
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and

X X
Cov(A(a,0) 0 X, X) = E(Z Wi(a,e)) - E(X)E(Z W,-(a,e))

i=1 i=1

X
= E(E (Z Wi(a,6) | X)) — a(E(X))*
i=1

= aE(X?) — a(B(X))?
= a Var(X).

(2) Considering the pgf of L.H.S,
E (stS?Y W,-(aﬁ)) = (Gxaran(®) Y,
where Gx 4 6(s) is given in (2). The pgf of R.H.S is then,
E (Sz?il Wile.0) 4 g3y Wi(aﬁ))
= (Gxap () (Gran()” = (Gxsrao ().

Therefore, L.H.S and R.H.S have the same pgf implying both are equally distributed.
(3) Suppose U = Zf(:l Wi(a3,6). The pgf of L.H.S in the equation to prove is

E (SZiU:I Wi(alﬂ)) — Ey (E (SZiU:I Wilar0) | U))
= Ey(l — Gxa,0(1))Y
=1- GX,oq,(i (GX,(Zz,H (S))

1-0)(1-s)
ar(1—0) (1—0329—(1—0125)95)

- 1_0510—(1—051)«9(1—%)
_ . med-0)1-y)

1 —aja; — (1 — ay0;)0s
= Gx,a1a2,0()-

The pgf of R.H.S in the equation to prove is
E (Sz‘f;1 Wi(aﬁ)) = GX,awtzﬂ (S))

implying L.H.S and R.H.S have the same distribution.
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(4) Consider A (a,0) 0 X = A" D(a,0) o (A(a,0) o X), where n, the exponent is an
integer > 2, and A(l)(a, 0) o X = A(a, ) o X. By using point number (3), we can write

A(a,0) o (A(a,0) o X) = A(a%,0) o X.
When n = 2,
AD(a,0) 0 X = AD(a,0) o (A(a,0) 0 X)
=A(a,0) o (A(a,0) 0 X)
= A(a%,0) o X.
Also when n = 3,
AP (a,0) 0 X = A (a,0) o (A(a,0) o X)
= A(a%,0) o (A(a,0) 0 X)
= A(a3,0) o X.
Similarly for large #,
A (0,0) 0 X = A" V(a,0) 0 (A(a,0) 0 X)
= A(@"1,0) 0 (A(a,0) o X)
= A(a",0) 0 X.

(5) When a — 0, pgf of A(a,0) 0 X — 1. Also, we know that the pgf of an rv is 1 if it is
0. When & — 1, pgf of A(a,8) o X — S*. Pgf of X is E(S¥) = S* if X is defined. This

completes the proof.
[

Remark 2.2: Now using the first point of Theorem 2.1, the Fisher index of dispersion (DI)
of A(a,0) o X | X is given by

Var(A(a,0) o X | X)
E(A(a,0) 0 X | X)

DI(A(a,0) 0 X | X) =

_20—a@+1)

N 1-6
2(1 —a)

= 7 -2,
=0 +a

implying A(a,6) o X | X can be under or over-dispersed based on the values of & and 6.
To be precise, if a < 310+—_91, A(a,0) o X | X is over-dispersed or if a > 3&—_91, A(a,0) o0 X | X
is under-dispersed and if o = 3104_—_91, A(a,0) o X | X is equally-dispersed.Hence unlike the
binomial thinning operator, the proposed generalized binomial thinning operator can have

under or over-dispersed properties.

Remark 2.3: Here through the reparameterization A(a, @)o provides simple forms and more
flexible properties than that of B(a, 8)o. Moreover the thinning operator B(a, §)o was used to
form integer-valued moving average processes in Aly and Bouzar (1994a). Here we introduce
an INAR(1) process using the thinning operator A(a, #)o and having the PL innovations.
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3. The GBINAR(1)PL process: definition and properties

A sequence {Y;,t > 0} of positive integer rvs is said to be INAR(1) model generated by the
new generalized binomial thinning operator with PL innovations or GBINAR(1)PL if

Yi=A(@,0)oY—1+¢, t>0, 0<a<l1l 0<6<]1, (3)

where &, ¢ > 0 are i.i.d. rvs from the PL distribution with parameters 4, ¢; independent from
Wi and Y;_; for t > 1. Using the results of Aly and Bouzar (1994a) we can verify {Y;} is
an ergodic Markov chain. Hence, there exists a unique strictly stationary process satisfy-
ing (3). Some properties regarding the GBINAR(1)PL process are mentioned in the following
lemmas.

Lemma 3.1: The one step ahead conditional mean and conditional variance of the GBI-
NAR(1)PL process {Y;} defined in (3) are given by

A+2
E(Y:|Yi—1) =aY;_ —_—
(Y¢]Yi1) at1+/l(/1+1)
and

a(20—a(0+1))Y B 4+422 461 +2
1—-6 1 J2(1 + )2

Var(Y;|Y;—1) =

Proof: Using the usual definition of conditional mean, variance and Theorem 2.1, we have

E(Y:|Yi—1) = E(A(a,0) o Yi—1 + &|Yi—1)
=E(A(a,0) o Yi—1|Yi—1) + E(ef|Yi-1)

A+2
=aY_ _, 4
aYi 1+ 20+ (4)
and
Var(Yy|Y;—1) = Var(A(a,0) o Yi—1 + &¢|Yi—1)
= Var(A(a,0) o Yi—1|Yi—1) + Var(et|Yi-1)
a(20 —a (@ + 1)) PB4 +6l+2
= Yo 3 3 (5)
1-6 21+ 2)
This completes the proof. |

Lemma 3.2: For the stationary GBINAR(1)PL process {Y:} defined in (3), the mean, variance,
covariance at lag h (h is an integer > 0) and hence the auto correlation function (ACF) are
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given by
A42
EYy) =——"7"———, 6
(¥0) 24+ 1A —a) ©
A=a)1 —=0)(2> +422 4+ 64 +2) +ai(d+1)(A+2)(20 —a(d + 1))
Var(Y;) = ,» (7)
(1=a)(a+ 1A —0)12(A + 1)2
Cov(Ys, Yiqn) = o/ Var(Yy)r (8)
and
yn=al.
Proof: Using the general results related to mean, variance, covariance and correlation,
E(Yy) = E(E(Y¢|Y;-1))
A+2
=E(aY;—
(aY; 1)+/1(/1+1)
B A+2
20+ DA —-a)
Var(Y) = Var(E(Y; | Yi—1)) + E(Var(Y; | Y,—1))
A+2
=V Y _—
ar(“ o w+1))
a (20 — a(0 + 1)) B +422 461 +2
E Y
+ ( 1—0 t—1+ 20+ 1)
1 —=a)1 —0)(A° + 42+ 64+2)
_ tal(A+ 1) +2)20 —a(0 + 1))
(1 —a)(a+1D)A=0)12(A+1)2°
Cov(Y, Yi—p) = Cov(A(a,0) o Yi—y + &1, Yi—p)
= Cov(A(a,0) o Yi—1, Yip) + Coviey, Yip)
= ahyo = ahVar(Yt),
which directly prove the ACE y;, = Corr(Y;, Yi—p) = al. |

Remark 3.1: Using (6) and (7), the DI is given as
Var(Yt)
E(Yy)
(1 -a) 1 -0 +4224+61+2)+ai(A+1)(A+2)(20 —a(@ + 1))
B 1 =)o+ 1)1 =)+ D +2) '

DI(Y;) =

We can show that the GBINAR(1)PL process can be under as well as over-dispersed.
But since over-dispersed datasets are more abundant than under-dispersed ones, we here
focus our attention on over-dispersed models.



392 (&) EMAD-ELDIN A. AHMED ALY ET AL.

Lemma 3.3: The transition probabilities for the GBINAR(1)PL process is given as

1—a \™ k 1—a)d\
PlYrpi=k| Yy =m} = (1 —a9) Plerr =k} +ZP{€t+1 =k—j} ((1——a)6)
=1

"\ (j—1\ (¢ -0
X;(i)(i—l)(u—aw)}‘ ®)

Proof: The transition probabilities are obtained as that of Poisson geometric in Aly
and Bouzar (1994a), that is by taking the pgf of n-step convolution and then derive the
transition probabilities which are given in Proposition 3.1 of the same. |

4, Estimation of the parameters of GBINAR(1)PL

Assume that X; is a strictly stationary ergodic Markov chain for the GBINAR(1)PL process.
In this section, we aim to estimate the unknown parameters of the model. To estimate the
parameters of the model, we will use the method of conditional maximum likelihood (CML)
and the method of conditional least squares (CLS). Some asymptotic properties regarding
the resulting estimators are also given in this section.

4.1. Conditional maximum-likelihood method

The CML method of estimation employs the conditional log likelihood function given by

T
£ = ZIOg[P{YtH | Yeil,

t=1

where P{Yy; | Y} is given in (8). The ¢ should be optimized to give the CML estimators,
thatis, (GcMmr, éCML, ECML) of the parameters a, & and 1. Since the optimization is analytically
difficult, we make use of numerical techniques using R. Using PORT routines in R, the nlminb
function is used to obtain the CML estimators of the parameters.

Theorem 4.1: The CML estimators of the parameters (a, 1,6), denoted by (&CML>(§CML,
AcML), are consistent and asymptotically normally distributed as

acmL — o .,
T—1{0cmr—0 | > N@OI (a,6, 1)),
Acmr — 4

where I(a,0, 1) denotes the Fisher information matrix.

Proof: The consistency and asymptotic normality of CML estimators are demonstrated in
Andersen (1970), Bu and McCabe (2008), Bu et al. (2008) under some standard regularity
conditions. |
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4.2. Conditional least squares method

The CLS estimators of the unknown parameters o and 4 can be obtained by minimizing the
expression

T
Hy = > (Y; = E(Y: ] Yim1)*. )
t=2

Suppose u = E(Y;). Then (9) can be written as

T

242 \?
Z(Y‘_“Yt‘l_uﬂn)

t=2

H,

T
Z(Yt —aYi1—(1— a)ﬂ)z-
t=2

CLS estimators of a and 4, denoted by acrs, j«CLS can be derived by solving

oH o0H
1 and !

1o
oa oA

for a and A. The derived estimators for a, u and hence 1 are

(T-D3 Y -, 0L, Y
2
T T
(T - 1) thz Yt2—1 - (thz Yt—l)

>, Vi —dcs Y, Yo
(1 =acrs)(T—1)

acts =

>

ﬁCLS =

>

and

1— (1 —acs)iicts + /(1 — écrs) ftcrs — 1)? + 8(1 — acrs) Acs
2(1 — acrs)fcLs

AcLs =

Using (9), the estimator of # cannot be acquired. However, by applying the two-step CLS
method introduced by Karlsen and Tjestheim (1988), the CLS estimator of 8, denoted as
éCLS, can be obtained. By two-step CLS method, 9CL5 can be obtained by minimizing the
function

T

Hy = > "[(Yi — B(Y: | Y1) — Var(Y; | Yiop))?
=2
T

B A+2 \* a0 —a@+1)
_g[(n_“n‘l_z(ﬂl)) - 1—0 Yioi

B4l +6l+27
21 =)

The estimates o and 4 should be replaced by the estimators acrs and ECLS.
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Theorem 4.2: The CLS estimators (acrs, AcLs) will be asymptotically multivariate normally
distributed (MVN) as,

T—1 (‘i‘CLS - a) 4 MVN(, V-IwvY),
AcLs — A

where

as

A42

W2=E|Y?(Y, —aY
! 1(2 T m+1)

W= (W W12) _ (Vll VIZ)
Wis Va1 Vo

w _E_Y 2 1 vy 242 \?

WZ—E_z— U Ny —uy A2 Y
27\ T a+ a2 2TATI0y) |

2 2 —1 2 1 2
V=B Vie=Va =5 iy ) POV Ve =m T )

and CLS estimator of 0, Ocys will be having the approximate normal distribution as follows.

A U?
JT=1(0cis —0) 5 N (o@)

where

2
A+2 \?2 1+0)(1 - 234422 +60+2
V2 —E Yy — aY; — + _a1+0)( oc)Yl_ -|—2 + 2-|—
AL+ 1) 1—0 22(1 = 1)

2Y1(1 —a)a]?
x[ (1—0y } ’

20 —a)a 2
Ve[S ]

and

Proof: Suppose F = o{Yy,Y1,...},
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and Ly = 0. Then,

A+2
E(Lr | Fr—1) =E [LT—l + Y (YT —aYr_1 — —) | ]:T—1i|

G+ 1)
A+2
=Lp_ ElYr_itYr—aYr—y — ——— _
-1+ |:T1(T aYr_y i()t-l—l))l}—Tl}
=Lr_,

implying {Lt, Fr, T > 0} is a martingale, that is, it is a stochastic process where, given the
sequence of all previous values, the conditional expectation of future values is equal to the
current value. With the help of ergodic theorem (for more details refer Billingsley (1965)),
since E| Y%I < 0o and Y; is strictly stationary, we can write,

I+2 \?
E|Y(Y,—a — — ,
[1(2 ‘ A(Hl))]“”
and then

T 2 2
1 A+2 A+2
—> Yf_1<Yt—aYt_1—L) 2N E Yf(Yz—a—L) = W2,
T—14% A4+ 1) A4+ 1)

where =% denotes “converges almost surely”. We proved {L7} is a martingale and hence by
martingale central limit theorem,

1
VT —1

Likewise, going through the same procedure, we can derive,

T T

1 < OH; 1 2 I+2
LI=—— — = _ - Y — a4 — —
25w thz[(lmz AZHt “le m+1)}

is also a martingale. Then,

T 2 2
1 1 2 A+2
_z - - = Y, —aY g — — 1
T—1 t:2|:(1+/1)2 12] [ tT m+1)]

a.s. i+2 2 2
El(va—avi——") | =W
- [(2 o m+1)” :

Lt 5 N, W?).

leading to

1 d

L = N(0,W3).

m T ( 2)
Similarly, for any

b= (b1,by)" € R*/(0,0),
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we obtain,
Tl_ 1 (bl bz) (i;)
° N(O’EHM‘I o ((1 +lz)2 B %)T [Yz T %T})

Then, by Cramer Wold device (Cramér & Wold, 1936),

= )20 ()G W)
T-—1 L/T 0 Wiz W%
Moreover, due to the strict stationarity of {Y;} and after some simple algebra,

T—1 (?CLS - “) <4 MVN(@, V-IWV-),
Acts — A

where

w3 W12) (Vu VIZ)
W = 1 5 V = >
(le \6 Vo Va2
as

A+2 )
W2 —E| V2 (Vs —avi— =2 ) |,
LG+ 1)

Wo—E|y 2 1 v v 242 \?

20+
[ (2 1)\ 242 \?
2_gl(Z-— ) (va—av, =272 ) |,
W2 2 (1422 2T T 0
Vii=E(Y]), Vip=Vyu= 2__ 1 E(Y)), Vp= 21y
11 = Uy Ve=Va=\n =gy e V2= T axae)

Considering the determinant of the matrix V,

2
Det(V) = ((1 _:/1)2 — ﬁ) Var(Y;) > 0,

implying V is invertible. Now, to prove the asymptotic normal approximation of CLS
estimator of 6, Ocrs, suppose further

F = o{Yy, Yy,..., YT},
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10H,
L/T=—

2 00
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= — _1 — —_— —_1 —

|\ ST+ 1—-6 - 2200+ 1)2

2Y,1(1 — a)a
1-0?
and L7, = 0. Now,
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{L7, F', T > 0} is a martingale. Also since, E| Yt6 | < 00, due to the strict stationarity of {Y;},
and by the ergodic theorem, we obtain

A4+2 \* a0 —a@+1)
E{[(Yz_ayl_z(i+1)) - 1-6 "

B4z +64+272Y1(1 — a)a]? C
A2(4 + 1)2 (1—0)2

and then

1 < A+2 \ a0 —a(@+1))
T-1 [[(Yt_“YT‘I_MH)) - Yo

p— 1-6
B 4+422+64+27[2Y1(1 — a)a?
A2+ 1)? (1—-6)?
as. A+2 \* a9 —a@®+1)
E Y, —aY) — - Y
- {[(2 *h /1(/1+1)) 1—0 !
PB4 4i24+64+27 2V — a)a ]2 _
A2(A+1)2 (1—6)? o
L’ is proved to be martingale and hence by martingale central limit theorem,
1 4 5
—— 5 N(,U?).
VLt

Moreover, due to the strict stationarity of {Y;} and after some algebra, we obtain

R U2
VT —1(6cLs — 0) —d) N(O,@),
where C? = E(zy(ll(i—;)‘é)a) > 0.
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Table 1. Simulation results fora = 0.2, = 0.5, 4 = 0.1.

CML CLS
Sample size (n) Parameters Bias MSE Bias MSE
o 0.0243 0.0080 —0.0631 0.0437
25 1% —0.0069 0.0091 0.0315 0.0156
A 0.0368 0.0206 0.0122 0.0319
o 0.0084 0.0025 —0.0330 0.0196
50 1% —0.0085 0.0050 0.0025 0.0010
A 0.0151 0.0080 —0.0009 0.0098
o 0.0047 0.0004 —0.0165 0.0099
100 % —0.0108 0.0030 —0.0561 0.0536
A 0.0051 0.0037 —0.0010 0.0049
o —0.0016 0.0003 —0.0108 0.0054
200 1% —0.0014 0.0029 —0.0100 0.0126
A 0.0057 0.0018 —0.0003 0.0025
o —0.0008 0.0002 —0.0069 0.0026
400 1% —0.0002 0.0025 —0.0036 0.0011
A 0.0016 0.0008 —0.0012 0.0012

Table 2. Simulation results fora = 0.5, = 0.6, A = 0.2.

CML CLS
Sample size (n) Parameters Bias MSE Bias MSE
a 0.0242 0.0646 —0.0979 0.0432
25 a9 0.1290 0.0832 0.1291 0.1233
A —0.0432 0.0629 —0.0172 0.0577
a 0.0235 0.0557 —0.0573 0.0215
50 a9 0.0998 0.0245 0.2039 0.1343
A —0.0418 0.0122 —0.0198 0.0247
a 0.0232 0.0548 —0.0272 0.0089
100 9 0.0956 0.0241 0.3068 0.1551
A —0.0368 0.0080 —0.0089 0.0109
a 0.0225 0.0521 —0.0114 0.0044
200 6 0.0599 0.0142 0.3747 0.1696
A —0.0270 0.0050 —0.0003 0.0059
a 0.0218 0.0500 —0.0070 0.0020
400 6 0.0351 0.0140 0.4094 0.1798
A —0.0174 0.0028 —0.0002 0.0029

5. Simulation study

The estimation methods CML and CLS are further analysed using the simulation study.
For that purpose two sets of parameter values (a = 0.2, = 0.5,4 = 0.1) and (& = 0.5,0 =
0.4, 1 = 0.2) are used. For each parameter set, N = 1000 replications of random samples of
size n = 25, 50, 100, 200, and 400 were taken and the bias and mean square errors (MSEs)
are calculated for the estimators. Tables 1 and 2 present the simulation results.

Tables 1 and 2 demonstrate that both methods perform quite similarly in estimating the
parameters. Additionally, both methods exhibit a decrease in bias and MSE in most cases.

6. Empirical data analysis

A possible application of the proposed process GBINAR(1)PL is discussed in this section
using a real data set. The data set used is the number of submissions to animal health labora-
tories, monthly January 2003 to December 2009, from a region in New Zealand mentioned in
Jazi et al. (2012). The submissions contain several classifications for considering symptoms.
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Figure 1. The time series plot, histogram, ACF and PACF of the skin lesions data.

We took the skin lesions data. The mean, variance and DI of the data set used are 1.43, 3.36
and 2.35, respectively. The test of Schweer and Weif3 (2014) shows p-value less than 0.001
implying the data set has significant over-dispersion. The time series plot, histogram, ACF
and partial ACF (PACF) of the data set are plotted in Figure 1. The PACF plot indicates that
only first lag is significant which proves this data can be used for modelling INAR(1) process.

Using this data set we illustrate the better performance of GBINAR(1)PL over INAR(1)
with PL innovations based on binomial thinning denoted as, BINAR(1)PL (Livio et al., 2018)
and INAR(1) with PL innovations based on negative binomial thinning denoted as NBI-
NAR(1)PL (Rostami et al., 2018). Also, we used comparison measures such as -log likelihood
(-L), Akaike information criterion (AIC), Bayesian information criterion (BIC) and root
mean square error (RMSE). The RMSEs represent the square root of sum of squared dif-
ferences between true values and one step conditional expectations. Furthermore, residual
analysis is conducted to assess whether the fitted GBINAR(1)PL process is statistically
accurate. For that, Pearson residuals for the GBINAR(1)PL are calculated using

= E(Ye =yt | Yio1 = yi—1)
Var(Ye =y | Yio1 = ye-1) /2

€t

where E(Y; | Y;—1) and Var(Y; | Y;—;) are given in (4) and (5), respectively. The statistical
validity of the fitted INAR(1) is proved by acquiring zero mean and unit variance for the
uncorrelated Pearson residuals (Harvey & Fernandes, 1989). The fitted GBINAR(1)PL pro-
cess, BINAR(1)PL and NBINAR(1)PL used for comparison yield the parameter estimates
along with SE, -L, AIC, BIC and RMSEs as given in Table 3. The minimum values for -L,
AIC, BIC prove GBINAR(1)PL has better performance than other thinnings with PL inno-
vations. Hence, it is convincing that GBINAR(1)PL explains the characteristics of the data set
very effectively. The mean and variance of the Pearson residuals of the GBINAR(1)PL process
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Figure 2. The ACF plot of the Pearson residuals for skin lesions data set.

Table 3. The estimates and modelling adequacy statistics of the fitted distributions for the Skin lesions
data.

Model Parameters Estimates SE -L AlC BIC RMSE
o 0.3835 0.1600 132.7932 271.5865 278.8790 1.82118
GBINAR(1)PL 1% 0.6922 0.1284
A 1.5952 0.3459
BINAR(1)PL o 0.1116 0.0769 135.3743 274.7485 279.6102 1.82115
A 1.1647 0.1607
NBINAR(1)PL o 0.1726 0.1242 135.0272 274.0544 278.9160 1.82116
A 1.2391 0.2142

as 0.0124 and 1.2327, are very close to the desired values, which proves our GBINAR(1)PL
process is statistically valid for the data set. Then according to the results of Jazi et al. (2012),
the GBINAR(1)PL process for the data is such that,

Y, = A(0.3835,0.6922) o Yi—1 + &4,
where the innovation process is
& ~ PL(1.5952).
Furthermore, the ACF plot of the Pearson residuals in Figure 2 specifies that there is no

presence of autocorrelation between them.

7. Concluding remarks

A new generalized binomial thinning operator having the commonly used binomial thinning
operator as a special case is introduced in this paper. Its properties are derived and come out
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to be comparatively simple. Then a GBINAR(1) process is defined with its properties. In addi-
tion, PL distribution is used as innovation distribution and hence we obtain GBINAR(1)PL
process. The estimation of unknown parameters is performed using CML and CLS methods
and also asymptotic properties of these estimates are derived. A simulation study proves that
both methods are effective. A real-life count data set is considered to prove the applicability
of the process GBINAR(1)PL. Hence, the new generalized binomial thinning operator is an
effective generalization to the binomial thinning, and also the GBINAR(1)PL process proves
to be effective in modelling count datasets.
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