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ABSTRACT
In survey studies, mean estimation is a main issue, and regression
estimators that use conventional regression coefficients are the pre-
ferred options. However, traditional estimates may exhibit undesirable
behaviour when outliers are present in the data. For such a situation,
robust regression tools are utilized. In this paper, inspired by recent
developments, some new finite population mean estimators are pro-
posed by utilizing the robust regression tools under probability pro-
portional to size sampling with replacement scheme. Two real datasets
are applied for measuring the percentage relative efficiency of the pro-
posed estimators with respect to the traditional ordinary least square
regression mean and adapted estimators. It is found that the proposed
estimators are more efficient than the considered estimators. In light
of this, the proposed estimators may be valuable and almost certainly
increase the chance of obtaining additional accurate population mean
estimates in the presence of outliers.
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1. Introduction

Regardless of whether it is used for descriptive or analytical purposes, the sample must be
chosen using appropriate statistical methods in order to achieve the desired precision. Giv-
ing each unit of the population a specific non-zero probability is a crucial aspect of sample
selection. This technique for gathering a sample is referred to as probability sampling or prob-
ability proportional to size (PPS) sampling. Consider the study variable to be the number of
factories in a country, and the auxiliary variable to be the number of workers employed in
these factories. The most commonly used is varying PPS sampling. The factories are chosen
based on the number of employees. One strategy for reducing estimation error in a sampling
design is to take selection probabilities that are inversely proportional to some carefully cho-
sen auxiliary/supplementary variable. A well-chosen auxiliary/additional variable is roughly
proportional to the study variable. Themost significant benefit that comes fromPPS sampling
is that it increases the chance that the selection procedure will choose the most crucial units.
The options include PPS sampling with replacement and PPS sampling without replacement,
just like with conventional sampling designs. It is worth mentioning that Neyman (1934)
introduced the idea of PPS sampling, and Hansen and Hurwitz (1943) developed the gen-
eral theory of that sampling with replacement. For interesting details about PPS sampling,
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readers may refer to Singh and Mangat (1996). We are interested in probability proportional
to size sampling with replacement (PPSWR) to estimate the population mean for the study
variable. Estimating the population mean for the study variable using an auxiliary variable
or attribute is one of the most important measures of central tendency. Many effective ratio,
product, exponential, and regression-type estimators are proposed by, among others, Cekim
and Kadilar (2018), Zaman (2018, 2019a), Zaman and Toksoy (2019), Zaman and Kadi-
lar (2019, 2020), Shahzad, Al-Noor, et al. (2021); Shahzad, Shahzadi, et al. (2021), and Ali,
Ahmad, Shahzad and Al-Noor (2022). However, when unusual observations or outliers are
present in the data, traditional estimates may exhibit undesirable behaviour. In the ordi-
nary least squares (OLS) regression, outliers violate the assumption of normally distributed
residuals. They have a tendency to distort the coefficients of least squares by wielding more
influence than they deserve. One solution is to use robust tools, which are less sensitive to
outliers. Robust regression is a less restrictive assumption-based alternative to regression least
squares.

The motivation for this study is that much work is available with OLS and robust regres-
sion under simple random sampling, but no work is available with robust regression under
PPS sampling. The rest of this paper is structured as follows. The formulation of the OLS
based regression estimator under PPSWR and its theoretical mean square error are presented
in Section 2. In Sections 3 and 4, respectively, adapted estimators using robust regression and
members of the proposed class under PPSWR are offered. In Section 5, numerical illustra-
tions that support the present problem in terms of percentage relative efficiency are provided.
Finally, in Section 6, the conclusions are provided.

2. OLS based regression estimator

Let N be the population size and Y be the study variable with a limited population � hav-
ing 1 to N recognizable units with values/observations yi, i ∈ �. Let (X,Z) be the auxiliary
variables, which are employed to estimate the obscure mean of Y, to be precise Y . Remember
that auxiliary information can be made available to the entire population. The auxiliary vari-
able Z is used as a size measure to determine the inclusion probabilities in PPSWR sampling.
It helps in assigning larger selection probabilities to units with larger sizes, thus improving
the efficiency of estimators by incorporating additional information related to the study vari-
able. Suppose a sample of size n is selected based upon PPSWR. Let ui and vi be the study
and auxiliary variables for the PPSWR where

ui = yi
NPi

, vi = xi
NPi

.

Furthermore, let ū = (
∑n

i=1 ui)/N and v̄ = (
∑n

i=1 vi)/N be the sample means, Y =
(
∑N

i=1 Yi)/N and X = (
∑N

i=1 Xi)/N be the population means, and S2u = ∑N
i=1 Pi(ui −

Y)2 and S2v = ∑N
i=1 Pi(vi − X)2 be the variances of the variables u and v, respectively, in

which Pi denotes the inclusion probability of the ith unit under PPSWR sampling. As is men-
tioned above, Pi is proportional to the auxiliary size measure for the ith unit, Zi, i.e., Pi =
Zi/(

∑N
i=1 Zi). The correlation between u and v is ρ = (

∑N
i=1 Pi(ui − Y)(vi − X))/SuSv. Let

Cu = Su/Y ,Cv = Sv/X be the coefficient of variation of the variables u and v, respectively.
The traditional OLS based regression estimator is

ˆ̄yreg = ū + bOLS(X − v̄). (1)
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To attain MSE for ˆ̄yreg, let’s define

ηy = ū − Y
Y

, ηx = v̄ − X
X

,

such that

E(ηy) = E(ηx) = 0,

E(η2y) = θC2
u, E(η2x) = θC2

v , E(ηyηx) = θρCuCv,

with θ = 1
N . Expand ˆ̄yreg in terms of η’s as given below

ˆ̄yreg = Y
(
1 + ηy

) − bOLSXηx,

ˆ̄yreg − Y = Y
(
1 + ηy

) − bOLSXηx − Y .

After squaring the aforementioned expression, applying expectation, and simplifying the
expression, the following MSE expression is obtained

MSE( ˆ̄yreg) = θ[S2u + B2OLSS
2
v − 2ρBOLSSuSv], (2)

where BOLS = Cov(X,Y)/Var(X) which denotes the theoretical population-level counter-
part of bOLS.

Due to its straightforwardmathematics and easy execution,OLS regression is undoubtedly
one of the most popular techniques, but because of its high sensitivity to outliers, its results
become unreliable. Robust regression methods, in contrast, are designed to cope with the
potential presence of outliers.

3. Adapted estimators using robust regression under PPSWR

In the circumstance that OLS presumptions are broken, robust regression is employed. The
robust-regression tools perform better in these situations because outliers are given less
weight, leading to more accurate results.

For population mean estimation, Zaman and Bulut (2019) constructed a class based on
some robust regression tools including least absolute deviations (LAD), least median of
squares (LMS), least trimmed squares (LTS), M estimation (M-Huber(HBM)), M-Hampel
(HPM), M-Tukey (TKY)), and MM-Huber (HMM). The primary objectives regarding each
tool are as follows.

• LAD: Minimize the absolute residuals.
• LMS: Minimize the median of squared residuals.
• ITS: After arranging the squared errors, OLS is run by utilizing observations based on the

first (smallest) specified errors.
• M estimation: Minimize residuals’ objective function (say q) that is constructed under

some conditions. Numerous q functions can be found in the literature, including
Huber (1964, 1973), Hampel (1971), and Tukey (1977).

• MM (Modified M) estimation: Obtain an estimator that has a high breakdown value
and is more efficient with the help of weighted least squares. Readers with an interest
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Table 1. Adapted estimators under PPSWR.

i Estimators MSE

1 ȳ1 = ū + bLAD(X − v̄) MSE(ȳ1) = θ [S2u + B2LADS
2
v − 2ρBLADSuSv ]

2 ȳ2 = ū + bLMS(X − v̄) MSE(ȳ2) = θ [S2u + B2LMSS
2
v − 2ρBLMSSuSv ]

3 ȳ3 = ū + bLTS(X − v̄) MSE(ȳ3) = θ [S2u + B2LTSS
2
v − 2ρBLTSSuSv ]

4 ȳ4 = ū + bHBM(X − v̄) MSE(ȳ4) = θ [S2u + B2HBMS
2
v − 2ρBHBMSuSv ]

5 ȳ5 = ū + bHPM(X − v̄) MSE(ȳ5) = θ [S2u + B2HPMS
2
v − 2ρBHPMSuSv ]

6 ȳ6 = ū + bTKY(X − v̄) MSE(ȳ6) = θ [S2u + B2TKYS
2
v − 2ρBTKYSuSv ]

7 ȳ7 = ū + bHMM(X − v̄) MSE(ȳ7) = θ [S2u + B2HMMS
2
v − 2ρBHMMSuSv ]

in MM estimation can refer to Yohai (1987) for more information. Moreover, for recent
interesting papers using robust regression tools with mean estimation, one can refer to
Zaman (2019b), Zaman and Bulut (2020), Zaman et al. (2021), Ali et al. (2021); Ali,
Ahmad, Shahzad, Al-Noor and Hanif (2022), and Shahzad et al. (2022).

Motivated by estimators under simple random sampling of Zaman and Bulut (2019) and Ali
et al. (2021), the adapted class of robust regression mean estimators under PPSWR is

ȳi = ū + bi(X − v̄) for i = 1, . . . , 7, (3)

where all the seven adapted estimators i = 1, . . . , 7 rely respectively on the aforementioned
robust regression coefficients, i.e., LAD, LMS, LTS, HBM, HPM, TKY, and HMM.

Taking advantage of known results, alongwith some straightforward algebra, and avoiding
tedious or pointless calculations, we can present the MSE expressions of the proposed class
of estimators, up to order n−1, as

MSE(ȳi) = θ[S2u + B2i S
2
v − 2ρBiSuSv] for i = 1, . . . , 7. (4)

The members of the adapted class are presented in Table 1.

4. Proposed estimators using robust regression under PPSWR

Survey statisticians have discovered that PPS sampling is useful for selecting units from the
population as well as estimating parameters of interest, particularly when the survey is large
in size and includes multiple attributes. Our aim is to provide estimators for the population
mean by combining the robust regression tools under PPSWR sampling.

By extending the idea of adapted estimators, we propose the class of robust regression
mean estimators under PPSWR as

ȳNi = aū + bi(X − v̄) for i = 1, . . . , 7. (5)
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Table 2. Proposed estimators under PPSWR.

i Estimators MSE

1 ȳN1 = aū + bLAD(X − v̄) MSEmin(ȳN1 ) = θB2LADS
2
v(1 − ρ2)

2 ȳN2 = aū + bLMS(X − v̄) MSEmin(ȳN2 ) = θB2LMSS
2
v(1 − ρ2)

3 ȳN3 = aū + bLTS(X − v̄) MSEmin(ȳN3 ) = θB2LTSS
2
v(1 − ρ2)

4 ȳN4 = aū + bHBM(X − v̄) MSEmin(ȳN4 ) = θB2HBMS
2
v(1 − ρ2)

5 ȳN5 = aū + bHPM(X − v̄) MSEmin(ȳN5 ) = θB2HPMS
2
v(1 − ρ2)

6 ȳN6 = aū + bTKY(X − v̄) MSEmin(ȳN6 ) = θB2TKYS
2
v(1 − ρ2)

7 ȳN7 = aū + bHMM(X − v̄) MSEmin(ȳN7 ) = θB2HMMS
2
v(1 − ρ2)

Using Taylor series of expansion, MSE of the proposed estimator is defined as

h(v̄, ū) − h(X,Y) =
[
∂h(v̄, ū)

∂ v̄

]
X,Y

(v̄ − X) +
[
∂h(v̄, ū)

∂ ū

]
X,Y

(ū − Y),

=
[
∂h(aū + bi(X − v̄))

∂ v̄

]
X,Y

(v̄ − X)

+
[
∂h(aū + bi(X − v̄))

∂ ū

]
X,Y

(ū − Y). (6)

Now, by partially differentiating the first and second terms of Equation (6) w.r.t. ū and v̄,
respectively, we obtain

h(v̄, ū) − h(X,Y) = −bi(v̄ − X) + a(ū − Y). (7)

Squaring and taking expectation to both sides, we obtain the MSE of the proposed estimator
as

MSE(ȳNi) = θ
[
B2i S

2
v + a2S2u − 2BiaSvu

]
for i = 1, . . . , 7, (8)

where Svu = Cov(v̄, ū) = E[(v̄ − μv)(ū − μu)]. Partially differentiating Equation (8) to
obtain the optimum value that minimizes the MSE of ȳNi , we get

aopt = Bi
Svu
S2u

for i = 1, . . . , 7. (9)

Substituting the value of Equation (8), the minimumMSE of the proposed estimator is given
by

MSEmin(ȳNi) = θB2i S
2
v(1 − ρ2) for i = 1, . . . , 7. (10)

The members of the proposed class are presented in Table 2.

5. Numerical illustrations

Numerical illustrations are performed using two population datasets in order to evaluate the
advantages of the proposed class of estimators over the existing ones.

Population 1: Data belong to 69 serially numbered villages (Singh &Mangat, 1996) of Pun-
jab’s Doraha development district (India) with the variables, net irrigated area (in hectares),
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Figure 1. Data visualization of Population 1. (a) Non-normality and (b) Outliers.

number of tube wells, and number of tractors. The study variable Y is the number of tube
wells and the auxiliary variableX is the number of tractors. Furthermore, we consider another
auxiliary variable which is the sizemeasure of net irrigated area, denoted by Z. Using PPSWR
sampling, we choose a random sample of 10 villages.

Population 2: COVID-19 data is considered for Africa, Asia, Europe, and North America
from January 22, 2020 to August 23, 2020, (Source: https://www.worldometers.info/corona
virus), where, across these regions, Y = total recoveries, X= total cases, and Z= total
population.

The histograms ofY in Figures 1 and 2 for Populations 1 and 2 display non-normality, and the
scatter plots reveal the presence of outliers, making data perfect for assessing our proposed
estimators. Furthermore, Table 3 gives some descriptive statistics corresponding to each pop-
ulation. Tables 4 and 5 listed the estimators’ percentage relative efficiency (PRE) obtained for
each population, where

PRE(T, ȳNi) = MSE(T)

MSE(ȳNi)
× 100 for T = ˆ̄yreg or ȳi and i = 1, . . . , 7. (11)

It is clear from the values of PRE that proposed estimators based on PPSWR are much
more efficient than the OLS regression and adapted estimators. In other words, PRE values
are much greater than 100 in all cases with two populations. It can also be observed that the
largest values of the PRE of all proposed estimators are with respect to adapted estimators ȳ2
and ȳ3 respectively that depend on LMS and LTS robust regression tools. Furthermore, the
values of PRE of proposed estimators with respect to all adapted estimators are larger than
that with respect to the OLS regression estimator.

In particular, with respect to OLS regression and adapted estimators, it is evident from
Table 1 that the proposed estimators ȳN5 and ȳN4 followed by ȳN6 introduced the largest values
of the PRE while it is evident from Table 2 that ȳN6 and ȳN7 followed by ȳN1 introduced the
largest values of the PRE.
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Figure 2. Data visualization of Population 2. (a) Non-normality and (b) Outliers.

Table 3. Descriptive statistics corresponding to Populations 1
and 2.

Statistics Population 1 Population 2

N 69 193
n 10 20
Y 135.26 60279.26
X 21.23 91424.59
S2u 2119.15 9.15e9
S2v 63.93 2.32e10
ρ 0.57 0.95
BOLS 3.30 0.60
BLAD 4.94 0.84
BLMS 5.38 0.94
BLTS 5.31 0.93
BHBM 3.84 0.85
BHPM 3.62 0.88
BTKY 4.01 0.84
BHMM 4.05 0.84

Table 4. PRE of ȳNi w.r.t. ˆ̄yreg and ȳi in Population 1.
Estimators ȳN1 ȳN2 ȳN3 ȳN4 ȳN5 ȳN6 ȳN7

ˆ̄yreg 135.95 114.51 117.36 224.32 253.29 206.01 202.37
ȳ1 152.34 128.31 131.50 251.36 283.82 230.83 226.76
ȳ2 162.39 136.78 140.18 267.94 302.54 246.06 241.72
ȳ3 160.75 135.39 138.76 265.23 299.48 243.57 239.27
ȳ4 137.76 116.03 118.92 227.31 256.66 208.74 205.06
ȳ5 136.57 115.03 117.89 225.34 254.44 206.94 203.29
ȳ6 139.05 117.12 120.03 229.42 259.05 210.69 206.97
ȳ7 139.37 117.38 120.31 229.95 259.65 211.17 207.45

6. Conclusions

In this paper, we introduce a new and improved class of estimators formean estimation based
on robust regression tools under PPSWR when data is contaminated by outliers, drawing
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Table 5. PRE of ȳNi w.r.t. ˆ̄yreg and ȳi in Population 2.
Estimators ȳN1 ȳN2 ȳN3 ȳN4 ȳN5 ȳN6 ȳN7

ˆ̄yreg 105.83 104.83 105.19 104.85 101.19 106.25 106.19
ȳ1 146.50 117.64 118.57 143.91 134.31 147.60 147.44
ȳ2 234.29 188.14 189.63 230.16 214.81 236.05 235.81
ȳ3 230.45 185.05 186.51 226.38 211.27 232.18 231.93
ȳ4 152.23 122.24 123.21 149.54 139.56 153.37 153.21
ȳ5 176.65 141.85 142.97 173.53 161.95 177.97 177.79
ȳ6 144.16 115.76 116.68 141.61 132.16 145.24 145.09
ȳ7 144.49 116.03 116.94 141.94 132.46 145.57 145.42

inspiration from Zaman and Bulut (2019) and Ali et al. (2021). Outliers represent observa-
tions that stand out as being inconsistent with the majority of the data and have a significant
impact onmean estimation. Two real datasets containing outliers are used for comparing the
proposed estimators with traditional OLS regression and seven adapted estimators. Accord-
ing to numerical results of percentage relative efficiency, the proposed estimators based on all
robust regression tools provide more efficient results than the other comparative estimators.
For both datasets, the proposed estimator ȳN6 based on the M-Tukey function performed
well among the top three estimators for estimating the mean population.
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